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Fast Forward Storage & IO Project Goals

ÁMake Exascale storage a tool of the Scientist
ïTractable data management 

ïComprehensive interaction

ïMove compute to data or
data to compute as appropriate

ÁhǾŜǊŎƻƳŜ ǘƻŘŀȅΩǎ Lh ƭƛƳƛǘǎ
ïMulti-petabyte datasets

ïExplosive growth of metadata

ïHorizontal scaling & jitter

ÁSupport unprecedented fault tolerance
ïDeterministic interactions with failing hardware & software

ïFast & scalable recovery

ïEnable multiple redundancy & integrity schemes
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Fast Forward I/O Architecture
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ÁGlobal storage mounted on compute cluster 
Lh ƴƻŘŜǎ ŀƴŘ ǎŎƛŜƴǘƛǎǘΩǎ ǿƻǊƪǎǘŀǘƛƻƴ

Á I/O forwarding from compute to IO nodes
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Workflow: Simulation + In-transit Analysis
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ÁWorkflow session containing simulation 

and analysis jobs queued
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Workflow: Pre-stage to Burst Buffer
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ÁPre-stage triggered when BB resources 
released by previous workflow session
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ÁSession starts when nodes free

ÁPrevious session may still be persisting 
data from BB to global storage

Workflow: Start Session
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