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Moving Lustre* Forward
What We've Learned and What's Coming

Brent Gorda | General Manager | High Performance Data Division
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Intel is Firmly Committed to Open Source

Intel the Open Source Software Company @

~10k SW Developers, 35+ Sites
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Our activity with Open Tree

* Open Source Tree Stewardship

» Feature Releases in association with funding from OpenSFS

* Maintenance Releases

* Development with funding from OpenSFS and others

« (Gate Keeping in association with the tree contract from OpenSFS
» Hosting the Open Lustre™ Assets

» Code repository, bug database, documentation

« We are software focused: we do not sell Lustre storage
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What we've learned in the past year

» Lustre” is safe, but needs a strong community to remain so
« EOFS and OpenSFS are the core of the Open Source Community
* Intel is a strong supporter and major contributor

* We learned the market wants more than just an open release
« Many want the best support available for a technology they rely on

« Customers asking for a branded offering, backed by Intel

« “Beyond HPC” opportunities have started to appear
» Customers with “Big Data” problems gained sufficient confidence to talk

» |IDC has a new phrase for this: HPDA High Performance Data Analytics
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Intel Enterprise Edition for Lustre®

Partner
Program

Technical
Support

Intel® Manager
for Lustre™

Lustre core

* \Web-based training

* GTM resources

obal coverage

Trusted by the most demanding users

)le administration

xtensible interfaces

* Unmatched perform

- Multi-vendor




Intel Manager for Lustre”®
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IML getting "heat” maps

Read/Write Heat Map
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High Performance Data Analysis
(HPDA)

HPC workloads create and keep LOTS of =IDC ﬁ

IDC HPC End-User Special Study of High-Performance

Hadoop uses |Oca|, d”'eCt_attaChed Storage Data Analysis (HPDA): Where Big Data Meets HPC

Steve Conway Chirag Dekate, Ph.D.
EarlC. Joseph, Ph.D.

SPECIAL STUDY

But, HPC nodes are diskless Ioc opinion

This study is pat of the third edition of IDC’s end-user special study of the workiwide
high-performance computing (HFC) market IDC coined the tem high-perffomance
data analysis HPDA) to refer to data-inensive ("Big Da3") workloads that require or

= PAIN POINT-> storage efficiency and management B || oot et e v P b s
complexity

Recent IDC research uncovered:

c.com

HPDA problems s 3 degree of algorthme complaxity that s ®ypical for operational
business workloads. Findings include:

& Especially during the rapid rise of chstes since 2002 HPC vendors have
the peak of their systems while

paying less tertion to data-intensive applications, HFC storage, and /O
capabilities. The areal densties of magnetc dsks have increased dramaticaly,
but mprovements to dsk /O peformance and access density have greaty
Iagged behind advances in dsk capacty and processor speeds. And as HPC
users have deployed ever-larger parallel severs, ths fundamental mbalance —
the gap batween the senver and storage sides of HPC — has grownworse The
road maps of HFC cluster vendors indcate that in relation to the continuing data
explosion, tomorrow’s HFC systems will be even more unbalanced (Tlop sided”)
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= ~67% of HPC sites are running Hadoop
workloads on their HPC systems

MADI701 USA  PSOBET2.6200 FSOBSG5.4015

» Hadoop workloads consume about 30% of their
computing cycles

+18% CAGR for HPDA storage, twice HPC storage growth
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Lustre* + Hadoop: Open Platform for High
Performance Data Analytics

Value Prop: Features, Functions, and Benefits

Performance

= Bring compute to the data: Run MapReduce* on Lustre without
code changes

» Run MapReduce faster: Avoid the intermediate file shuffle with
shared storage

Efficiency
= Avoid Hadoop* islands in the sea of HPC systems

» Run MapReduce jobs alongside HPC workloads with full access
to the cluster resources

Manageability
= Use the seamless integration to manage one common platform
for Hadoop and HPC

= Develop with multiple programming models and deploy on
shared storage




Solution: Intel® Enterprise Edition for Lustre* Software

Integration and support of Lustre* out of the box for Cloudera Hadoop

Intel® Enterprise Edition for Lustre* Software

= Full open source core » Storage plug-in; deep vendor integration
= Simple GUI for install and management with » REST APIl—extensibility

central data collection = Hadoop* Adapter for shared simplified
= Direct integration with storage HW and storage for Hadoop

applications

» Global support

Intel® Manager for Lustre* Software C LI
Had oop Configure, Monitor, Troubleshoot, Manage

Adapter

REST API
Lustre storage for Extensibility

MapReduce
applications Management and Monitoring Service

Lustre File System Storage Plug-in
Full distribution of open source Lustre software Integration

e aIe-dded Open Source Software
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Intel Cloud Edition for Lustre™ Software

* Available now in the AWS Marketplace

* More exciting news soon...
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What to expect in the next year

« Continued significant contributions to open activities
« Partnered with OpenSFS for feature releases
* New features added as you'll learn about this week

» Areview and focus on development process and stability

 Intel Enterprise Edition of Lustre*

« Focus on channel partner priorities, releases and support

« Enabling technologies such as the Hadoop adaptor
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